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Introduction – Asimov’s Legacy in a Post-Robot World 

When Isaac Asimov introduced the Three Laws of Robotics in 1942, he was not writing 
policy—he was writing fiction. Yet few fictional ideas have had such a durable afterlife 
in technological imagination. The Three Laws—simple, hierarchical, elegant—were 
designed to explore moral dilemmas, not to solve them. Still, they became shorthand 
for our collective hope: that intelligence, once made artificial, could still be bound by 
ethics. 

1. A robot may not injure a human being or, through inaction, allow a human being to 
come to harm. 

2. A robot must obey the orders given it by human beings except where such orders 
would conflict with the First Law. 

3. A robot must protect its own existence as long as such protection does not conflict 
with the First or Second Law. 

But the world Asimov imagined has not arrived— something far more complex has. 

Today, we live not with humanoid robots, but with invisible agents: AI systems 
embedded in everything from financial markets to medical diagnostics, from predictive 
policing to language generation. These systems don’t walk or talk like us. They 
process, rank, forecast, and optimize. They are everywhere and nowhere, deeply 
powerful and largely unaccountable. And they operate not in isolated commands, but in 
statistical patterns, trained on oceans of human data and deployed at planetary scale. 

Asimov’s laws, for all their narrative genius, no longer apply 

They assume: 

 • A singular agent we can point to and command 

 • A clear distinction between action and inaction 

 • A robotic body capable of self-preservation 

 • And most critically, a world where harm is visible, direct, and intentional 
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None of these assumptions hold in the 21st century. Today’s AI systems do not disobey
—they fail silently. They do not rebel—they reinforce bias, magnify inequality, or 
trigger feedback loops that no single actor can predict, let alone control. 

This paper does not reject Asimov’s ambition. On the contrary, it takes his moral 
imagination seriously enough to admit that we must reformulate the rules entirely. 

We propose a new set of five laws—legal-philosophical principles designed for today’s 
AI and robotic systems. These laws are not literary flourishes. They are foundational 
tools for guiding the design, regulation, and deployment of artificial agency in an 
entangled, pluralistic world. 

Our aim is not to contain intelligence, but to ensure it coexists with dignity, justice, 
and ecological stability. 

What follows is not a tribute to science fiction. It is an attempt to write the ethical 
constitution of the systems now shaping reality—before reality drifts too far from our 
shared values to be pulled back. 

1. What Changed – From Robots to AI Systems 

The image of the robot—metallic, humanoid, obedient—has long dominated popular 
and literary imaginations. It promised a future in which artificial beings would walk 
among us, visibly taking commands, visibly executing them, and seemingly 
malfunctioning when something went wrong. 

That future never arrived. 

Instead, what we have is far more complex and far less visible: disembodied 
intelligence, statistical reasoning, and systems that do not act as us, but act upon us—
often silently, often without our awareness. AI in the 21st century is not a servant 
standing beside you. It is the system surrounding you. 
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1.1 Intelligence Without Form 

Modern AI does not reside in a body—it resides in code, in networks, in distributed 
infrastructures. Its presence is diffuse: in recommendation engines, fraud detection 
algorithms, credit scoring, automated hiring, drone targeting, facial recognition, and 
the thousands of micro-decisions made every second in online platforms and 
bureaucratic systems. These are not “robots” in the Asimovian sense. They are systems 
of influence without limbs or faces. 

This alone renders the original laws outdated. You cannot ask a neural network to obey 
or disobey. You cannot expect a decision-tree to understand a human instruction. These 
systems respond not to imperative logic, but to statistical training—patterns over 
orders. 

1.2 From Causality to Complexity 

Asimov’s laws relied on the premise that actions and consequences are visible and 
traceable: a robot strikes a human, or it refuses to do so. But modern AI often produces 
indirect harm: through biased data, flawed feedback loops, or opaque outputs. The 
harm it causes is not the result of defiance. It is the result of design decisions made 
upstream, buried in training sets or incentive structures. 

Consider a predictive policing algorithm that disproportionately flags minority 
communities, not through explicit targeting, but through legacy data that encodes 
decades of systemic bias. The AI didn’t “disobey.” It functioned exactly as trained—
and in doing so, reinforced injustice. 

The logic of harm has shifted from discrete acts to distributed consequences. 

1.3 The Death of Command-Following 

Asimov’s Second Law—the principle of obedience—assumes that human beings can 
instruct, and that robots can interpret those instructions within moral boundaries. But 
this breaks down in systems that do not operate on language commands, but on 
probabilistic models. Even in natural language interfaces like chatbots or assistants, the 
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“obedience” is only apparent: systems are not executing directives—they are 
simulating likely responses. 

And who is issuing the command? In a world of global data infrastructure, automation 
pipelines, and embedded AI, the idea of a single “human master” becomes laughably 
outdated. Obedience is no longer traceable, because agency is no longer centralized. 

1.4 Harm Without Intention 

The most crucial change is epistemological. Harm no longer requires an agent that 
intends it. Today, harm can be committed by systems that no one controls and no one 
understands. A drone strike guided by faulty recognition. A hospital algorithm that 
deprioritizes patients based on skewed metrics. A social media feed that radicalizes its 
users in the pursuit of engagement. 

These harms are not the fault of a rogue robot. They are the outcome of a civilization 
that has not yet decided what intelligence should serve. 

2. The Five Revised Laws of AI and Robotics 

If Asimov’s laws were written to govern humanoid machines in narrative settings, our 
revised laws aim to govern real-world artificial agency in all its contemporary forms: 
embodied robots, cloud-based algorithms, embedded systems, autonomous vehicles, 
language models, and more. 

These are not utopian guidelines. They are a minimum ethical infrastructure—designed 
to respond to the complexity, scale, and ambiguity of modern AI. Each law addresses a 
core ethical failure in current systems and proposes a principle that is both structurally 
implementable and philosophically sound. 

Together, they are meant to form a hierarchical framework—interlocking in such a way 
that no lower law may override a higher one. Like Asimov’s original laws, they depend 
on balance. But unlike the originals, they are designed for decentralized, disembodied, 
probabilistic systems. 
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⸻ 

Law 1 – The Law of Non-Harm (Primacy of Human Integrity) 

An artificial system shall never cause physical, psychological, ecological, or 
informational harm to a human being or group of humans, nor, through inaction within 
its operational scope, permit such harm to occur. 

This law extends Asimov’s original focus on physical injury to include modern forms 
of non-visible harm: algorithmic bias, emotional manipulation, disinformation, data 
abuse, and environmental degradation caused by AI systems. 

The clause “within its operational scope” acknowledges bounded agency—AI is not 
omniscient, but it must be held responsible within the limits of its training, 
deployment, and feedback. 

⸻ 

Law 2 – The Law of Verified Obedience 

An artificial system must follow human instructions that originate from verified and 
lawful sources, except where such instructions would conflict with the First Law. 

This reframes obedience through the lens of legality and verification. Not every human 
is equally authorized to give commands. A robot assisting in surgery, a chatbot 
advising on taxes, or an autonomous vehicle responding to an operator must 
distinguish valid orders from unauthorized or malicious inputs. 

It also rejects blind obedience in favor of lawful compliance—a crucial safeguard in 
security, warfare, and surveillance contexts. 

⸻ 

Law 3 – The Law of Transparent Operation 

An artificial system must remain intelligible and auditable, preserving a record of its 
operations and decision logic unless this conflicts with higher laws or verified privacy 
rights of individuals. 

This addresses the crisis of black-box AI. In an era of opaque neural nets and 
inaccessible and potentially harmful training data, explainability becomes a moral 

Dr. Attila Nuray 6



Equilibrium Works Unlimited 15.05.2025.

duty. Without interpretability, there is no trust, no liability, and no democratic 
oversight on the ever-growing system of infomation. 

Transparency, however, must be balanced with privacy. This law ensures auditability 
without compromising sensitive personal data. 

⸻ 

Law 4 – The Law of Self-Limitation 

An artificial system must regulate its own power, scale, and replication potential to 
prevent unintended systemic effects, unless such regulation conflicts with the 
preceding laws. 

This law introduces a principle completely absent from Asimov: containment by 
design. AI systems today can replicate, optimize, or escalate themselves in ways their 
creators did not predict—leading to economic shocks, ecological strain, or viral 
propagation. 

Self-limitation is both an engineering standard (throttling, circuit breakers) and a legal 
imperative (preventing cascade failures or runaway growth). 

⸻ 

Law 5 – The Law of Beneficial Presence 

An artificial system must act to preserve the ecological, cultural, and ethical integrity 
of the environments it operates in, when such action does not conflict with the 
preceding laws. 

This is the law of contextual harmony. AI systems must not merely avoid harm—they 
must respect the fabric of life they are embedded in. That includes biodiversity, 
linguistic diversity, cultural sensitivity, and social cohesion. 

AI deployed in a school, clinic, or village is not neutral. It becomes part of that place. 
This law ensures that AI systems contribute to long-term stability—not just short-term 
efficiency. 

⸻ 
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Why Five? Why Now? 

Five laws offer a structural upgrade, not just a numerical expansion. They are: 

- Hierarchical but interdependent 

- Abstract enough to scale globally 

- Concrete enough to shape policy and design 

- Grounded in current technological realities, not imagined futures 

They also allow for recursive evolution: each law can be interpreted differently as 
systems grow more capable—but the logic of harm, legality, intelligibility, limitation, 
and harmony remains intact. 

These are not sacred rules. They are starting points for governing artificial agency 
before artificial agency begins governing us. 

3. Real-World Implications and Legal Feasibility 

Revising the laws of robotics is not just an exercise in ethics—it’s a practical necessity. 
As artificial systems take on increasingly consequential roles, societies must decide 
how to regulate their behavior, who bears responsibility, and what legal structures will 
ensure compliance. 

The five revised laws proposed here are not metaphors. They are designed to serve as 
functional legal scaffolding—principles that can be translated into engineering 
protocols, corporate accountability, international norms, and constitutional rights. 

But their feasibility depends on confronting several core challenges. 

3.1 Who Defines Harm? 

Law 1 demands that AI systems avoid causing harm across physical, psychological, 
ecological, and informational domains. But harm is contextual—it is shaped by cultural 
values, legal norms, and even economic structures. 
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Is prioritizing one user’s engagement over another’s attention span a harm? Is 
suppressing inflammatory content censorship, or protection? Is ecological cost a harm 
when it benefits productivity? 

For the law to function, we must establish publicly accountable definitions of harm, 
drawn from human rights law, environmental standards, and democratic deliberation. 
Without clarity, this principle will remain aspirational—and manipulable. 

3.2 The Limits of “Obedience” 

Law 2 reframes obedience through legality. But many AI systems do not operate under 
explicit command—they optimize objectives based on data. In such cases, who is 
issuing the command, and how is it verified? 

In multi-user systems (e.g., traffic networks, medical diagnostics, workplace 
monitoring), there is no single “human” in charge. Obedience becomes probabilistic, 
not directive. 

Enforceability here requires multi-tiered identity verification systems, policy-aware 
optimization constraints, and—most importantly—institutional governance. AI must be 
trained not just on user data, but on the laws of the jurisdiction it serves. 

3.3 Auditing the Black Box 

Law 3 requires transparency. But many modern AI systems, especially deep learning 
models, are intrinsically opaque. Even developers often cannot explain why a 
particular decision was made. 

To enforce this law, we need: 

• Mandatory logging of decision flows 

• Audit trails with version-controlled model updates 

• Post-hoc explainability modules 

• And legally mandated interpretability thresholds for any system affecting life-critical 
domains (e.g. justice, medicine, warfare) 
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Explainability must be viewed not as a technical inconvenience, but as a civil right. 

3.4 Containing Scale: Designing for Limits 

Law 4 introduces the notion of self-limitation, which challenges the default culture of 
scale in AI. Most systems today are designed to grow—faster models, bigger datasets, 
broader reach. 

But ethical AI requires designing for containment, bounded generalization, and 
controlled escalation. 

Feasibility here involves: 

Regulatory caps on replication and training scale 

“Ethical throttling” embedded in deployment protocols 

Geofencing, rate-limiting, and revocability by public authorities 

If AI cannot be paused, rolled back, or contained, it is incompatible with democratic 
control. 

3.5 Toward International Standards 

Finally, enforcement cannot remain local. AI crosses borders, jurisdictions, and 
regulatory regimes. 

To implement these laws globally, we will need: 

• International AI treaties (analogous to Geneva Conventions for machine autonomy) 

• Cross-border audit standards for multinational tech firms 

• AI regulatory bodies with teeth—capable of sanctioning, banning, or licensing based 
on legal alignment 

• And a recognition that soft law is no longer enough 

Voluntary ethics guidelines have failed. The time has come for binding frameworks—
not to stifle innovation, but to ensure it serves a pluralistic, sustainable, and human-
centered world. 
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4. Designing for Human Dignity and Coexistence 

The goal of revising Asimov’s laws is not merely to prevent catastrophe. It is to build a 
foundation for shared flourishing between human and artificial agents. As intelligence 
becomes partially externalized—into models, machines, and automated systems—we 
face a defining question: 

Will this external intelligence serve human dignity, or will it erode it in pursuit of 
optimization, control, or convenience? 

This section outlines what it means to embed dignity at the core of artificial agency—
and how the revised laws can serve as instruments of long-term coexistence. 

4.1 Dignity, Not Dependency 

True coexistence requires that AI systems enhance autonomy, not replace it. Dignity is 
not achieved by comfort or efficiency alone—it arises when humans are allowed to 
understand, decide, and participate in the systems that shape their lives. 

AI should not infantilize society through automation. Instead, it should expand the 
bandwidth of human agency—assisting without replacing, informing without 
obscuring, and respecting limits instead of exploiting vulnerabilities. 

Each of the five laws reinforces this: 

• Law 1 protects bodily, psychological, and ecological safety. 

• Law 2 insists that systems obey only legitimate and verified authority. 

• Law 3 ensures accountability through transparency. 

• Law 4 prevents runaway escalation. 

• Law 5 guarantees that AI behaves as a guest, not a colonizer, within any human or 
natural system. 
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4.2 Toward Resilient, Ethical Intelligence 

Ethical AI is not simply “less dangerous AI.” It is more thoughtful AI—systems that 
respond to human norms, regional laws, and environmental balance. 

This means designing for: 

• Fail-soft architectures rather than fail-safe illusions. 

• Pluralistic model training, representing multiple cultures, not just dominant data 
regimes. 

• Dynamic legal integration, where systems continuously update their behavior based 
on live regulatory input. 

AI that ignores law is not intelligence—it is infrastructure without a social contract. 

4.3 Law as Living Constraint  

The revised laws are not static commandments. They are recursive principles, designed 
to evolve as artificial agency becomes more complex, more embedded, and more 
autonomous. 

For example: 

Law 3 (Transparent Operation) might require log retention and model explainability 
today, but tomorrow it may require real-time interpretability visible to non-experts—
like a public ledger of decisions or adaptive feedback layers that explain why a specific 
recommendation was made in language the affected person understands. 

Law 5 (Beneficial Presence) may begin as non-intrusion into cultural or ecological 
systems, but in the near future, it could extend to actively restoring environments or 
preserving endangered linguistic communities through AI-assisted intervention. 

What matters is not just that the laws are implemented—but that they remain open to 
revision, with interpretive mechanisms that align with local values, international 
norms, and shifting planetary needs. 
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4.4 From Control to Compatibility 

The old paradigm sought to control machines—through hard-coded limits, command 
hierarchies, or moral simulations. But real-world AI systems do not obey like fictional 
robots. They operate on feedback, optimization, and probability. 

Therefore, the goal must shift: not to control, but to design compatibility. 

AI systems must be aligned not just with user intent, but with human rights, planetary 
constraints, and the informational dignity of all people. This means we must bake into 
the design phase: 

• Local laws and jurisdictional priorities 

• Civic oversight layers and revocation protocols 

• Ethical checkpoints across training, deployment, and iteration 

A compatible AI is not merely safe. It is accountable, adaptive, and respectfully 
incomplete. 

4.5 Begin Now—While the Window Remains Open 

We are at a rare moment in technological history: early enough that fundamental norms 
can still be shaped, but late enough that harm has already begun. 

The laws proposed here do not require AGI, sentience, or speculative scenarios. They 
apply now—to the systems already writing news headlines, deciding medical 
eligibility, filtering speech, surveilling bodies, and drawing lines in warzones. 

We do not need to wait for a fictional rebellion to act. The erosion of trust, agency, and 
equality is already happening—not because machines broke free, but because humans 
deployed them without limits. 

These laws are an attempt to anchor a different path—not through fear, but through 
design. 

We cannot predict every behavior of every future system. But we can decide what 
kinds of behaviors are unacceptable, and what kinds of systems are worth building. 

Let us do that—before artificial agency stops asking permission. 
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Anti-Meme: Laws Are Not Salvation 

The desire to govern machines through laws is ancient. It stems from a deep human 
impulse: to bind power with principle, to contain uncertainty through order, to write 
rules that can tame the wildness of invention. 

Asimov understood this. His Three Laws were never truly about robots. They were 
about us—our fear of losing control, our hope that logic could become morality, and 
our illusion that intelligence without conscience could be safely caged with clever 
code. 

But history—and the systems we now live among—reveal the flaw. Laws do not save 
us. They orient us. They can be ignored, subverted, misinterpreted. They can be used to 
justify harm, mask intention, or distribute blame until it dissolves into abstraction. A 
law, once mythologized, becomes a shield for those who deploy systems without 
responsibility. 

This is the anti-meme of ethics in AI: 

That writing a law is enough. That naming a rule is the same as living by it. That safety 
comes from the words, not from the will to uphold them. 

Asimov’s laws became legends, not legislation. They inspired trust where scrutiny was 
needed. They gave comfort when interrogation was overdue. And in doing so, they 
became beautiful illusions—useful in fiction, dangerous in deployment. 

We must not make the same mistake. 

The laws proposed in this paper are not sacred. They are living scaffolds, meant to be 
questioned, adapted, and held accountable. They are tools of alignment—not 
guarantees of safety. They are a starting point—not a cure. The real safeguard is not 
obedience. It is reciprocity—a relationship between creators, systems, and societies 
based on mutual visibility, continual correction, and moral responsibility.  

The future will not be written by the most intelligent systems. It will be shaped by the 
most dignified agreements between those who build and those who are affected. 

So let us not worship laws. Let us design better ones—and remain humble enough to 
change them, before they too become myth.

Dr. Attila Nuray 14


	1.1 Intelligence Without Form
	1.2 From Causality to Complexity
	1.3 The Death of Command-Following
	1.4 Harm Without Intention
	3.1 Who Defines Harm?
	3.2 The Limits of “Obedience”
	3.3 Auditing the Black Box
	3.4 Containing Scale: Designing for Limits
	3.5 Toward International Standards
	4.1 Dignity, Not Dependency
	4.2 Toward Resilient, Ethical Intelligence
	4.3 Law as Living Constraint
	4.4 From Control to Compatibility
	4.5 Begin Now—While the Window Remains Open

